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Abstract 

This paper puts forward the argument that there are two kinds of quality management – „old“ or 

classical quality management and „new“ quality management. The aim of classical quality 

management was to analyse errors and eliminate their causes and associated variation by improved 

product and process design. In recent times a number of major changes have taken place resulting in 

increased volatility in key areas of a business, which „old“ quality management has difficulty in 

addressing. These changes are being driven by competitive pressure, the need for improved results 

from the financial market and increasing shrinkage of buying points. This has lead to pressure on 

prices, performance and innovation and the need for increased flexibility, agility and economics of 

scale, with a concentration on core competencies within the business. This situation demands a „new“ 

form of quality management. The paper examines the main problems caused by these changes in 

terms of improved longer term relationships, softer influences on customer satisfaction, growing 

importance of software, and closer co-operation between internal functions and externally between 

supply chain partners. 
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Abstract 

The dynamics of many engineered systems is characterized by transitions among discrete modes of 

operation, each one giving rise to a specific evolution in time. The estimation of the state of these 

hybrid dynamic systems requires keeping track of the transitions among the multiple modes of system 

dynamics. In this paper, a Monte Carlo-based estimation method is illustrated with an application to 

a case study of literature which consists of a tank filled with liquid, whose level is autonomously 

maintained between two thresholds. The system behaviour is controlled by discrete mode actuators, 

whose states are estimated by a Monte Carlo-based particle filter on the basis of noisy level and 

temperature measurements. 

 

Keywords: Hybrid dynamic systems, system behaviour, state estimation, Monte Carlo method, 
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Abstract 

It is shown that a typical modern fault tree analysis (FTA), resulting in the Boolean domain in a short 

pseudopolynomial, i.e., a polynomial in the literals X1, X1, X2, X2, ..., of the FT input variables, can 

yield grave errors in case of cold standby, even though the single terms are apparently evaluated 

correctly via convolution. Expanding the FT terms to minterms gives correct results, yet with 

considerable computational effort. Hence, here the FT is transformed to a special syntax tree based 

mainly on dual functions and on convolution which can be readily evaluated to give (strict sense) 

system reliability. 

 

Keywords: Fault tree, Minterm, Syntax tree, Cold Standby, Convolution, Dual function, Priority 

AND. 
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Abstract 

The purpose of the paper is to show the recent advances in the representations of system reliability 

functions based on mixtures and signatures. The first representation obtained by Samaniego in 1985 

holds only for coherent systems with independent and identically continuously distributed 

components. Under some symmetry assumptions we show that these representations can be extended 

to systems with dependent components. They can also be extended to systems with different number 

of components and to mixed systems, that is, to mixtures of coherent systems. To obtain these new 

representations, we need to do some changes in the definitions of signature vectors. 
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Abstract 

This paper describes a method for sensitive analysis of workpieces rupture during extrusion 

processes. The proposed approach includes finite element simulation and neural networks analysis. 

The simulation can predict forming defects such as cracks initiation and propagation within the 

workpiece. Because Finite element simulation is a time consuming repeated analyses, the neural 

networks are employed in this investigation as numerical devices for substituting the finite element 

code needed for the workpiece defect prediction. The results obtained by simulation in the case of 

extrusion show that the risk of appearance of defects is localized to external surfaces, which is in 

conformity with experimental observations. A back propagation training neural network model was 

trained by using the numerical results. The network has been employed as numerical devices for 

substituting the finite element code needed for the maximum damage prediction within the extruded 

part. 

 

Keywords: Reliability, Failure, Extrusion processes, Sensitive analysis, Finite element, Neural 

network. 
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